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ABSTRACT
Public Health is crucial to manage and monitor threats to the health
of the population. In recent years, Twi�er has been successfully
applied to monitor diseases through its ability to provide near
real-time data and proved to be an asset to the domain. �is re-
search aims to further explore capabilities of Twi�er in the disease
surveillance �eld by focusing on its geolocation feature and health
mentions, identi�able through disease-speci�c language pa�erns
present in Twi�er messages.
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1 PROJECT OUTLINE
1.1 Introduction
Over the course of their evolution, humans have continuously dealt
with agents and ailments that dictate their mortality. Advance-
ments in the �elds of medicine, biology and microbiology were
vital to improve the world’s population health leading to a longer
life expectancy. Nowadays, Public Health is crucial to detect, avoid,
deal and monitor threats to the health of the population and has
bene�ted from the use of surveillance which permits a systematic
collection and analysis of health information [5]. Traditionally,
surveillance relies on a network of health facilities and laboratories
which report to o�cial health entities. Despite the data high quality,
this system can be costly leading to reporting delays and a�ecting
the rapid detection of disease outbreaks. Syndromic surveillance
deals with these issues by using sources available before a diagnosis
is con�rmed (e.g. over the counter drug sales). �is type of surveil-
lance is based on the assumption that an outbreak would manifest
itself as an anomaly in behaviour [7]. To adequately prepare for
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an outbreak, governmental and local health entities require early
warnings to deploy adequate measures. �is has become a key issue
for Public Health and it instigated the application of new sources of
valuable health information. Modern sources of data (e.g. search en-
gine queries [4] and on-line news [1, 3]) can provide near real-time,
government independent outbreak information in various formats.
Recently, special a�ention has been given to social network sites
such as Twi�er which has been applied to monitor disease aware-
ness [13] and for disease surveillance [11], suggesting its possible
applications for evaluating the health state of a population.

1.2 Motivation
Monitoring the health state of a population has become a fundamen-
tal issue. Globalisation heightens the di�culties in the application
of measures to contain outbreaks thus, early detection of outbreaks
has proven vital for a swi� intervention by the health authorities,
enabling fewer negative impacts in the population [5]. �is research
is based on the hypothesis that large-scale social media data can
provide new insights about the health state and mobility pa�erns
of the population. My main hypothesis is further extended with
the following:

(1) Twi�er can be used as a mean to identify travel pa�erns,
whichmay provide an explanation for changes in the preva-
lence of a disease [6, 12].

(2) Variations in disease frequency can be monitored trough
mentions in user generated messages [2, 8].

(3) Health related messages can provide information concern-
ing disease-speci�c language pa�erns. �is would be used
as an unsupervised method to detect accurate disease men-
tions.

�e �nal goal of this research will be the development of an
algorithm capable of continuously monitor the frequency of a wide
range of diseases while taking into account the proximity to travel
and disease prone hubs (i.e airports and hospitals). �is would be
a suitable addition to syndromic surveillance and, in addition to
its bene�ts as an early detection tool for infectious outbreaks, it
could also be applied to identify raises in non-infectious diseases
frequency.

2 ONGOING APPROACH AND RESULTS
2.1 Data Collection and Preprocessing
In the initial stages of this research, our case study is the clinical
terms from the Systematized Nomenclature of Medicine - Clinical
Terms, accessed trough Bioportal [14]. �is source was chosen
due to its widespread use, as well as its comprehensive and precise
nature in describing clinical terms. �e �nal collection amounted
to 2468 disease/clinical terms, including synonyms.
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Figure 1: Patterns are created around the disease term.
When it is not possible to have an equal number of POS on
each side, the creation of new patterns is ceased. For this
example four patterns were created.

Table 1: Disease Terms Search

Collection Number of Tweets Highest Frequency
Hospital 48 26 (Mental disorder)
Airport 187 41 (Mental disorder)

Geolocated 8694 1853 (Mental disorder)

�e Twi�er data for this stage comprehends a continuous collec-
tion of 11,163,218 tweets gathered from October-November 2016,
using the Twi�er API. �is data set was then �ltered based on the
tweets proximity to airports (“Airport” collection) [10] and 39 man-
ually selected hospitals (“Hospital” collection) totalling 177,238 and
32,106 messages respectively. �e remaining tweets were labelled
as belonging to the “Geolocated” collection.

2.2 Language Patterns
As an early a�empt to identify language pa�erns each tweet was
divided into tokens and a Part-Of-Speech (POS) tag [9] was assigned
to each token. It was decided to focus on POS tags due to their ability
to provide a general grammatical tag based on a word de�nition
and its context. To produce the POS pa�erns a rule-based approach,
exempli�ed in Figure 1, was followed.

�e preliminary results of this approach, represented in Table 1,
suggest that potential health mentions are scarcely discussed on
Twi�er. �is was suggested by the low amount of tweets selected af-
ter the search for disease terms mentions. Also, mentions regarding
the “mental disorder” super-class returned the highest frequency
with the majority of the disease terms corresponding to “anxiety
disorder” through the sub-class synonym “nightmare”.

Regarding the POS pa�erns, the results suggest a constant pres-
ence of singular proper nouns preceding and succeeding the disease
mention. An exception to this are the pa�erns where an adjective
and a preposition or subordinating conjunction precede the disease
term, which occurs in the “Hospital” and “Geolocated” collections,
and pa�erns where a coordinating conjunction occurs a�er the
disease term, present in the “Airport” collection. However, these
results come with a caveat as the majority of the tweets did not
apply the disease terms in a clinical sense.

3 FUTUREWORK
�e detection of health mentions in social media data poses several
challenges. At this research stage, the ambiguity associated with the

disease terms was con�rmed; although present in Twi�er messages,
the terms were seldom used in the clinical sense. �is hindered the
identi�cation of linguistic pa�erns as the ones identi�ed may solely
relate with the nature of tweets and not with the diseases them-
selves. To address this, I plan to implement distributional semantics
notions to enrich the language pa�ern identi�cation. In addition, a
larger corpus of data will provide more context associated with the
disease terms and, for example, the use of syntactic dependencies
will aid in the terms semantic interpretation. With this in consider-
ation, the immediate purpose of this stage is to identify the limits
of unsupervised techniques for semantic disambiguation in Twi�er
messages, when applied to the health domain.
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